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In California, the combination of budget cuts and high unemployment from the Great Re-
cession has resulted in “overcrowded” conditions, with more students attempting to enroll 
in fewer available classes. State-level policy recommendations have focused on altering 
registration priorities to mitigate the impact of overcrowding, but it is unclear whether 
these changes will impact enrollment, as little is known about student behavior within 
these systems. Present-biased individuals who must engage in immediate efforts to obtain 
delayed rewards may procrastinate before beginning a task and vary in how intensely they 
engage in a task once they begin, and registration is found to be no exception. Varying lev-
els of delay and intensity were found to be predictive of students’ course-taking patterns, 
even after controlling for a wide range of background characteristics, including previous 
registration delay and intensity. As a result, many courses that met graduation or transfer 
requirements had seat availability during the registration process and only closed near 
the beginning of the semester, which is in contrast to common narratives of overcrowding. 
Student registration is an understudied part of the college process, but suboptimal regis-
tration behaviors are shown to have significant consequences on the likelihood of college 
enrollment and retention.

Keywords: community college, overcrowding, registration, procrastination

Introduction

Undergraduate enrollment in U.S. postsecondary institutions has 
steadily climbed since the 1970s, but postsecondary completion rates 
have stagnated or declined, with students increasingly taking six 
or more years to earn their degree (Aud et al., 2012; Turner, 2004).  
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Research has continued to identify and remedy barriers to postsecondary 
enrollment and retention, but simply retaining students will not increase 
completion rates unless the infrastructure is in place to serve them. The 
Great Recession led to extreme cuts in support for higher education, 
with 48 states spending less money in 2013 than 2008 (Oliff, Palacios, 
Johnson, & Leachman, 2013). In California, general fund support for 
higher education has been reduced by billions of dollars, dramatically 
increasing the cost of tuition and fees for students at most of the state’s 
higher education institutions (Baum & Ma, 2012; Taylor, 2012). Four-
year institutions have been forced to reduce course offerings and to re-
strict access to new and transfer students, which has pushed more stu-
dents into the community college system (Varlotta, 2010)

The combination of decreased resources, fewer course offerings, and 
increased enrollments has resulted in what some describe as impacted or 
“overcrowded” conditions in the community college system. Although 
there is no consensus of what constitutes overcrowding, one definition 
of impaction is “student demand that exceeds the financial and/or physi-
cal capacity of the institution” (Bahr, Gross, Slay, & Christensen, 2014). 
As community colleges are more likely than other institutions to re-
spond elastically to increased demand (Bound & Turner, 2007), this im-
plies that the public provision of higher education has been exhausted. 
In practice, impaction is usually described as a combination of increased 
class size and lengthy wait-lists (Bohn, Reyes, & Johnson, 2013; Gard-
ner, 2012), which prevent students from the opportunity to enroll in the 
courses needed for degree completion. A recent survey by the Pearson 
Foundation found that California’s community college students were al-
most twice as likely to report being unable to enroll in courses than the 
national average (Pearson Foundation, 2011).

With news stories and policy reports focusing on the plight of stu-
dents wait-listed or closed out of the system, California, along with a 
number of other states, has increasingly focused on altering registra-
tion priorities as one potential solution to impaction (Bahr et al., 2014). 
California’s community colleges utilize a wide range of enrollment 
practices, but consistently assign earlier registration appointments to 
students with higher unit totals or who have been registered longer 
within the college (Bahr et al., 2014). This has led two separate state 
commissions to declare that California “is rationing access to commu-
nity colleges, but not in a rational way” (Little Hoover Commission, 
2012, p. V) resulting in “policies that enable students to wander around 
the curriculum, . . . and accumulate an unlimited number of units . . . 
[which is] a disservice to enrolled students and to those who cannot get 
into the system due to a lack of available classes.” (California Commu-
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nity Colleges Student Success Task Force, 2012, p. 33). This has led to 
the proposal of a number of policies, such as giving earlier registration 
priority to students who fully matriculate by completing assessment, 
orientation, and counseling services prior to registration (Taylor, 2011). 
State Bill 1456, approved in September 2012, tackles the issue from the 
other end, as continuing students with lower academic performance or 
high unit counts who have not yet earned a degree will lose registration 
priority and be placed at the end of the line.

This study attempted to explicitly map out the relationship between 
assigned registration times and course availability, in order to provide 
a more nuanced understanding of how impaction affects students in a 
representative community college. I found that many courses that met 
graduation or transfer requirements had seat availability during the reg-
istration process and only closed near the beginning of the semester, 
which is in contrast to common narratives of impaction. I explain this 
phenomenon through the introduction of two individual-level registra-
tion behaviors—search delay and intensity—that are shown to be as im-
portant as the institutionally-assigned registration time in determining 
course-taking patterns. My findings imply that students facing closed 
courses or long wait-lists may be those with low commitment to pursu-
ing their college education, have a weaker understanding of how to nav-
igate the registration or community college system, or who are simply 
prone to procrastinate; each of these possibilities are discussed in turn. I 
also show that lower retention rates for students with late registration—
a common finding in previous research—were drastically smaller or in-
significant after taking into account the number of units attempted. In 
other words, the mechanism that predicts whether late registrants persist 
is whether they were able to eventually enroll in a meaningful number 
of courses, and I describe how this might occur through persistent ef-
forts both inside and outside the registration process. Taken together, 
these findings build upon our limited knowledge of college registration 
to develop a stronger framework for modeling student behavior and 
constructing appropriate policy solutions to issues of impaction. Student 
registration is an understudied part of the college process, and subop-
timal registration behaviors, at least in overcrowded conditions, may 
have serious consequences on the likelihood of college enrollment and 
retention.

Literature Review

State, national, and global policy reports frequently cite the need to 
produce more college-educated workers, and overcrowded colleges 
could exacerbate this problem. Although few studies focus on the role 
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of supply-side capacity in higher education, recent work suggests that a 
reliance on government and private funding prevents colleges and uni-
versities from raising tuition and fees sufficiently to respond elastically 
to increased demand (Bound & Turner, 2007). Colleges that are unable 
to accommodate demand may choose to restrict enrollment or reduce re-
sources per student, which may cause university quality to decrease and 
may lower students’ completion rates (Bound, Lovenheim, & Turner, 
2010; Bound & Turner, 2007; Kane & Orszag, 2003). One mechanism 
by which time to degree may increase or degree attainment may decline 
is through “course scarcity,” or the inability to enroll in the courses nec-
essary for completion (Kurlaender, Jackson, Howell, & Grodsky, 2012). 
These supply-side changes can be seen in California’s community col-
lege system, where both resources per full-time equivalent student and 
the total number of course sections offered has declined over 20% from 
2006–07 to 2011–12, even though fees have risen from $26 to $46 per 
unit over the same time period (Bohn et al., 2013). However, not all 
of the available evidence suggests that declining resources, at least his-
torically, are a significant problem in the community college setting. 
Bound, Lovenheim, and Turner (2010), examining declining postsec-
ondary completion rates at community colleges, found that “convention-
ally measured academic resources . . . explain little of the completion 
rate decline, while declines in college preparation account for almost 
90% of the total drop in completion rates” (p. 131). Evidence on the re-
lationship between institutional resources and completion rates is mixed 
(Goldrick-Rab, 2010), with recent work on community colleges finding 
no effect of resources on educational attainment (Stange, 2012). Course 
completion and success rates in California actually improved during the 
crisis, though obviously this pertains to only those students who were 
successfully able to enroll in courses (Bohn et al., 2013).

It is unclear whether California’s proposals to alter registration pri-
ority will shift course availability, as there are only a handful of stud-
ies that have explicitly focused on students’ actual behaviors during the 
registration process. A small number of studies compared early and late 
registrants at both community colleges and universities, with late reg-
istrants typically defined as those who enrolled in a course after the se-
mester began. These studies consistently found that students who regis-
tered later exhibited lower course completion and retention rates (Ford, 
Stahl, Walker, & Ford, 2008; Hale & Bray, 2011; Safer, 2009; Smith, 
Street, & Olivarez, 2002). Interviews with a handful of late registrants 
identified a desire to register on time that was confounded by circum-
stances and bad luck (Bryant, 1996), but “bad luck” by itself should 
not help explain why these students would then be less likely to return 
the following semester to complete their degree. Hagedorn, Maxwell, 
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Cypers, Moon, and Lester (2007) analyzed a more complex set of en-
rollment decisions, finding lower course completion rates for students 
with excessive add and drop behaviors in the first four weeks of the 
semester. Unfortunately, these studies are limited in the guidance they 
can provide about registration and impaction more generally. First, each 
focused on registration after the semester began, but none discussed the 
substantial heterogeneity in behaviors that occur during the initial stages 
of the registration process. Second, each study examined GPA or reten-
tion as their primary outcome, but none examined the intermediary step 
of what types of courses students took. Late registration may result in 
student taking no courses, as might be the case in impacted colleges, 
but these students appear to be excluded from the analyses. Finally, no 
study differentiated between assigned (as opposed to observed) registra-
tion times, even though community colleges assign students sequential 
registration priority based on a number of characteristics that are likely 
to be related to their desired course-taking patterns and academic goals 
(Bahr et al., 2014). This article resolves these issues by identifying the 
distinct registration groups, restricting comparisons to students within 
the same assigned registration time, and focusing on the relationship 
between registration behaviors and course-taking, inclusive of students 
who drop out of the college without taking a single class.

A recent paper by Kurlaender et al. (2012) did not focus explicitly on 
students’ registration patterns, but provided the only study to date that 
tests whether late registration might have a causal impact on degree at-
tainment or time to degree. Leveraging randomized registration times 
for students attending the University of California, Davis, they found 
that equivalent students with later registration times were more likely to 
attempt to register in a course and be locked out, but they found no neg-
ative long-term impact for students with consistently “bad luck,” mean-
ing those who consistently received later registration times than their 
peers. Although Kurlaender et al. (2012) provides convincing evidence 
that late registration had limited impact, this study occurred in a mod-
erately selective four-year institution where admissions decisions prior 
to registration may have been designed to take into account institutional 
supply. As such, their study might not generalize to open-access institu-
tions, such as community colleges.

Conceptual Framework

Models of college student behavior typically rely on a human capital 
framework, wherein individuals make decisions after weighing their rel-
ative costs and benefits on present and future outcomes (Becker, 1964; 
Tinto, 1975). For example, Hagedorn et al. (2007) assumed rational 
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choice theory to understand course selection, implying that haphazard 
add and drop behaviors were a result of decisions intended to optimize 
individual benefit. In the rational actor framework, late registration 
likely reflects a relatively weaker commitment to earning a college edu-
cation, thus explaining why it is correlated with lower retention rates.

There are a number of reasons for assuming the rational actor model 
may be flawed in this context. First, students with similar cost-benefit 
perspectives might vary in their understanding of the registration pro-
cess, causing those with weaker knowledge to register later. This be-
lief is supported by research that has documented the challenges in the 
transition from high school to college, particularly for ethnic minor-
ity and first-generation college-going students (Goldrick-Rab, 2010; 
Rosenbaum, Deil-Amin, & Person, 2006). As weak links between high 
schools and broad-access institutions leave many students unaware of 
the requirements needed to enter a community college, traditionally un-
derrepresented students may have less ability to access this information 
in time to transition smoothly (Venezia, Kirst, & Antonio, 2003).

An alternative hypothesis draws from the economic and psychol-
ogy literature, which has long noted the tendency of individuals to be 
“present-biased” and discount future benefits, leading them to delay 
tasks with short-run costs and long-run rewards (Ainslie, 1975; Schou-
wenburg, 1995). This is an apt description for student registration; in 
the college studied, students were given the opportunity to register 
from two weeks to almost two months before courses begin. Procras-
tination affects all individuals, but has been found to be higher among 
younger and less educated individuals (Bettinger & Slonim, 2007; 
Steel, 2007), descriptions clearly applicable to community college stu-
dents. Although some theories suggest that procrastination is linked to 
an individual’s level of present bias, competing explanations suggest 
that procrastination may be a function of task avoidance associated with 
anxiety or negative self-esteem, poor self-regulation, and self-efficacy 
(i.e., the belief in one’s ability to complete a task) (Steel, 2007), choice 
overload (Iyengar & Lepper, 2000), or excess optimism (O’Donoghue 
& Rabin, 2001). All of these factors may be relevant in the community 
college context: students may delay registration in math courses over 
performance anxiety, might be overwhelmed by the number of choices 
available, or anticipate that they can overcome procrastination through 
additional effort later. Nonetheless, these varied hypotheses suggest 
that student behaviors should not be analyzed in a purely rational actor 
framework.

In this study, I draw guidance from work on procrastination to study 
the relationship between student behaviors and academic outcomes. 
Similar to previous research on impatience and job search among the 
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unemployed (DellaVigna & Paserman, 2005; Paserman, 2008), I exam-
ine how long individuals delay before they begin to look for courses, 
and how intensely they search once they begin. Although my data do 
not allow me to disentangle the extent to which variation in registration 
delay and intensity are driven by each of these competing theories listed 
above, my results provide suggestive evidence that students engage in 
behaviors that are not driven purely by lower levels of college commit-
ment or information barriers. Specifically, I found that a student’s regis-
tration behaviors tended to be consistent across semesters, even though 
these students had made significant progress toward graduation and had 
ample familiarity with the registration process. These results support the 
idea of utilizing a present-bias framework when studying registration, in 
order to construct appropriate government or institutional-level policy 
responses to improve registration behaviors.

Data and Methods

Data for this project came from one large California community col-
lege and included students’ transcripts, demographic characteristics, as-
signed registration times, and a detailed history of every registration at-
tempt. This article focused on students in the fall semester of the 2011–
12 academic year. Assigned registration times began approximately 
eight weeks before the semester started for the longest-enrolled continu-
ing students and two and a half weeks before the semester started for 
new students. Any student registered in the previous semester was auto-
matically assigned a registration time whether they intended to enroll or 
not, so I restricted all analyses to students who attempted to register in 
at least one credit-bearing course.

For simplicity, I focused my analysis on three registration groups.1 
The first group was all “Continuing” students, defined as students who 
had initially enrolled at least one year prior to the Fall 2011–12 semes-
ter. The second group consisted of all “Second Semester” students who 
entered the prior spring, as these students received registration appoint-
ments after all other continuing students. The final group was “New” 
students, who received the last assigned registration times. Although the 
college divided new students into two separate groups—matriculated 
and nonmatriculated—I focused the majority of the analysis on nonma-
triculated students, who comprised more than two-thirds of all incoming 
students, due to potential errors in the registration behavior of some ma-
triculated students.2 Except where noted, all references to new students 
should be interpreted as nonmatriculated only. Matriculated students 
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were those who completed all three matriculation steps at least four 
weeks prior to the beginning of the semester: taking a placement exam, 
attending an orientation (a 30 minute online version was available), and 
meeting with a counselor. Nonmatriculated students had not completed 
these steps by July 18th, when matriculated students were first eligible to 
register, and so received a later registration appointment, generally be-
tween August 1st and 3rd (the semester began August 17th). Within each 
of the three registration groups there were multiple registration appoint-
ments, spaced over consecutive weekdays from 9am to 2pm.

I primarily focused on courses that met Intersegmental General Edu-
cation Transfer Curriculum (IGETC) requirements, which permits stu-
dents to transfer from a community college to a California State Univer-
sity or University of California campus without the need, after transfer, 
to take additional lower-division, general education courses. Multiple 
courses satisfy an IGETC requirement (e.g., Biology, Anatomy, Physiol-
ogy all meet the biological sciences requirement), and each course may 
offer multiple course sections at different times each semester. I also 
examined courses that met the A to G general education requirements 
for earning an Associate’s degree, but omit these from the article as they 
overlapped significantly with IGETC courses but were consistently less 
crowded, such that IGETC provided a “worst-case scenario” for issues 
of overcrowding. Given that most awards earned at the community col-
lege were either Associate degrees or transfer certification, examining 
these areas provided, at a minimum, a good proxy for the level of over-
crowding at the college.

Delay was defined as the number of minutes between a student’s as-
signed registration time and their first registration attempt. Due to tech-
nical reasons related to the data, I only included students whose first 
registration attempt occurred before the semester started, which elimi-
nated 11.2% of the study sample.3 The main analyses defined intensity 
as total registration attempts, which included any attempt to join or drop 
an open section, closed section, or wait-list, plus any “weak” attempts 
(e.g., attempts rejected due to time conflicts, not having met the mini-
mum course requirements). This measure serves as a natural proxy for 
search, in part as the computer interface for student registration did not 
include information about wait-lists unless a student attempted to regis-
ter in the closed course section. For robustness I later included four ad-
ditional proxies: total registration attempts excluding drops and “weak” 
attempts, total distinct hours attempting to register across the entire reg-
istration period (consecutive hours counted as one attempt), total num-
ber of registration attempts in distinct courses, and registration attempts 
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in distinct course sections (e.g., attempting to register in three different 
sections of the same course counted as three attempts). Correlations be-
tween all five measures ranged from 0.57 to 0.95.

The remainder of the article proceeds as follows: First, I describe pat-
terns related to assigned registration appointments and seat availabil-
ity through the registration process. I then measure the extent to which 
delay and intensity were related within individuals, and what individual-
level characteristics were predictive of shorter delay and higher inten-
sity. Finally, I explore the extent to which these factors were predictive 
of students’ academic outcomes in times of course scarcity. Implications 
are discussed in the concluding section.

Results

Assessing Course Capacity

Prior to 2008 about half of all available course sections closed at 
some point during the registration process, but the recession led this fig-
ure to spike dramatically, rising to 80% by fall 2010. Figure 1 maps out 
the percentage of available seats as of midnight each day, in four select 
IGETC areas during the Fall 2011–12 semester. The first three vertical 
lines indicate when most second semester, matriculated, and nonmatric-
ulated students were first eligible to register, and the last line indicates 
the beginning of the fall semester. The percentage of seats available in 
Figure 1 should be interpreted as worst case scenarios for two reasons. 
First, I was only able to determine maximum seat capacity in course 
sections that became full (e.g., at least one student attempt to register 
and was rejected or required to join the wait-list). As this constituted 
anywhere from 98% of all biological sciences sections to 89% of hu-
manities sections, I included only data from closed sections in Figure 
1 with little loss of generality. Second, some course sections had arti-
ficially low capacity constraints as a percentage of seats were reserved 
for special groups that required permission to register, and so expanded 
beyond my capacity estimates. This was seen most clearly among So-
cial and Behavioral Science sections, which went beyond my estimated 
capacity close to the beginning of the semester, but did not significantly 
affect most areas.

The primary takeaway from Figure 1 is that there is significant vari-
ability in the types of courses that were available to students. Students 
entering their second semester had access to courses in a large number 
of key areas, though limited access to seats in math or biological sci-
ences. Matriculated new students, of which there were approximately 
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1,500, initially had access to approximately 150 and 30 seats in math 
and biological sciences, respectively, but more than 4,700 seats re-
mained open in IGETC courses related to arts, humanities, social and 
behavioral sciences, and physical sciences. Nonmatriculated students, 
of which there were more than 3,000, had fewer options, with almost 
no seats in math and biological science, and a little over 2,100 seats in 
the remaining transfer areas. (Remedial math courses one or two lev-
els below college math were similarly impacted, but remedial English 
courses had significant availability.) Even though some key areas had 
available seats, not all course sections should be considered similarly. 
Sections that closed earlier in the registration cycle had a stronger con-
centration of continuing students with higher GPAs, as well as more ex-
perienced teachers. Course sections with later closures were more likely 
to have new students, be located in satellite branches off the main cam-
pus, meet one day a week (three days per week courses were most popu-
lar), and were more frequently at 8am or after 4pm (10am and 11am 
were the most popular time slots).

Elements of Figure 1 highlight additional complexities in student 
registration. Overall, I found that conceptualizing registration as a 
straightforward process of receiving a registration date, entering the 
system, selecting courses, and taking those courses, would be a misun-
derstanding of how registration functions in practice. I briefly touch on 
three aspects here. First, there were large decreases in seat availability 
immediately after new groups were eligible to register, but the overall 
pattern was one of continuously declining availability over time. This 
occurred as many students did not optimally use their assigned registra-
tion time, waiting days or weeks before accessing the system (quanti-
fied in detail below). The second takeaway, though not well represented 
in Figure 1, is that students enrolled and dropped courses over and over 
again, leading to significant churn through the registration cycle. As a 
result of this churn, initial seat capacity was significantly lower than 
the total number of seats that later became available to students. As one 
illustrative example, of the students who were successfully enrolled in 
a course section when it first closed, only 68% were still enrolled in 
the course by the final drop date. Issues of delay and churn held for all 
registration groups and across all key course areas, as students enrolled 
in highly impacted IGETC courses dropped as frequently as other 
students.

The third point, also related to churn, was that course size fluctuated 
after the beginning of the semester. Courses expanded when teachers 
allowed excess students to enroll. This was seen most clearly among 
math courses, where the average section became, at its peak, about 
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10% larger than its official course capacity. Biological sciences, which  
exhibited the highest impaction during the initial registration process, 
also had the largest drop rates through the first two weeks of the se-
mester. It bears noting that the figure only represents net drops, and so 
underestimates the total drop behavior as wait-listed and other students 
filled some of these seats. As a result of late drops, some areas operated 
below full capacity, even with teachers offering flexible classroom sizes.

Predictors of Delay and Intensity

The findings above suggest that students’ registration behaviors are 
critically important to their academic progress. Students who registered 
on time had access to more courses, yet many closed courses did not 
stay full, as students frequently dropped and teachers created access. In 
this context, students who searched more intensely may have created 
additional opportunities to find available course seats. Table 1 provides 
characteristics of students in the three primary registration groups who 
had at least one registration attempt. I also included descriptive statis-
tics for Matriculated students though, as noted above, I did not study 
their delay behaviors due to potential classification errors. Although 
most students who attempted to register took at least one course, 30% 
of nonmatriculated students took zero courses. Although overcrowding 
is theorized to negatively impact new students, matriculated students 
averaged more units than all other registration groups, even when ex-
amining IGETC and Associate degree general education courses which 
had significantly less availability later in the registration cycle. Nonma-
triculated students attempted fewer units, but those students who took at 
least one course attempted almost as many IGETC and Associate degree 
units as students in their second semester.

Table 1 also illustrates that there was significant variation in delay 
and intensity profiles within each registration category, but student pro-
files looked relatively similar across categories. Students in the bottom 
delay quartile (e.g., those with the shortest delay) consistently registered 
within the first or second hour from initial access. Total registration at-
tempts also looked similar across the three primary registration groups, 
with the least active quartile attempting five or fewer attempts, com-
pared to twenty or more for the top quartile. Otherwise, I found that 
nonmatriculated students registered more quickly than other groups, 
though this may be due to right-censoring, as nonmatriculated students 
had a maximum of 16 days to register before the semester had begun 
and were excluded from my sample. Even with prior registration experi-
ence, one quarter of all continuing and second semester students waited 
more than two weeks before first attempting to register.
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In order to examine the relationship between these two search quali-
ties, I regressed intensity on delay, including registration appointment 
fixed-effects to compare students with identical appointment times (re-
sults not shown). I found a negative and statistically significant relation-
ship between delay and search intensity, though the effect size was so 
small as to be considered practically insignificant. A delay of one full 
day was associated with 0.07 fewer registration attempts for continu-
ing students and 0.12 fewer registration attempts for second semester 
students (p < 0.01), and there was no significant relationship for non-
matriculated students (results using alternate time frames and functional 
form assumptions produced similar results).

These results suggest that delay and intensity may constitute distinct 
behavioral qualities for the majority of students, and act as two sepa-
rate avenues by which course-taking may be impacted. In order to un-
derstand which students were most likely to engage in these actions, I 
constructed linear probability models that regressed demographic, aca-
demic, and previous registration characteristics on the likelihood that a 
student was in the lowest delay quartile (Table 2, Columns 1–3) or the 
highest intensity quartile (Columns 4–6). Unfortunately, there was little 
available information for new students, especially as few nonmatricu-
lated registrants had taken a math or English exam by the beginning of 
the semester. The little available data showed that new African Ameri-
can students were less likely to register on time (Column 1) and older 
students were less likely to be in the high-intensity group (Column 4).

Regressions for second semester and continuing students produced 
three main findings. Most importantly, students’ individual-specific be-
haviors were consistently the strongest predictor for on-time registration 
or higher intensity. Second semester and continuing students who de-
layed the previous semester were between 12 and 20 percentage points 
less likely to be in the lowest delay quartile, and those with previously 
observed high intensity were over 20 percentage points more likely to 
stay in the highest intensity quartile. The second finding is that some 
students may have learned from previously unsuccessful registration 
experiences, though the evidence suggests that this occurred through 
increased attempts more often than better on-time registration. For ex-
ample, students who had officially enrolled the previous semester but 
did not make a registration attempt or attempted to register but took no 
courses were significantly more likely to register intensely the following 
semester.

Finally, some demographic and academic characteristics were consis-
tently associated with delay, but predictors of intensity produced mixed 
results. Students who were female, Asian, or had higher GPA were less 
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likely to delay, and students at lower levels of math or English or who 
had not yet attempted these courses were more likely to delay. Intensity 
results were more difficult to interpret, as continuing students two lev-
els below college math exhibited less intensity than students one-level 
below college, but more intensity than students at college-level, even 
though all three math levels were found to be extremely impacted. I 
also found that students with higher GPA were less likely to be in the 
high intensity quartile. Overall, shorter delay might be considered an 
unambiguously positive step towards securing needed courses. Intensity 
could, at times, be lower for students with well-designed educational 
plans, so we must examine the empirical results to better understand 
intensity’s relationship with course-taking.

Delay and Intensity as Predictors of Course Taking

To measure the association between search characteristics and aca-
demic outcomes, I ran the following regression: 

4 4

1 1
i mn m n i j i

m n

Y D I Xβ µ ε
= =

 
= + + +  ∑∑

	 (1)

where Yi are outcomes primarily focused on students course-taking pat-
terns, Dm are dummies for each delay quartile, In are dummies for in-
tensity quartile, Xi are a vector of individual-level characteristics, μj are 
absorbed fixed-effects for students’ specific assigned registration time, 
and εi is an individual-level idiosyncratic error term. I chose this model 
to avoid making functional form assumptions regarding delay and in-
tensity, as well as ease of interpretation as to the relative outcomes for 
these two qualities (e.g., Do students with long delay who engage in 
high intensity take more or less units than those with no delay with less 
intensity?). Unless otherwise noted, all regressions include individual-
level demographic characteristics of age, sex, and ethnicity. Academic 
(units attempted the previous semester, cumulative GPA, math and En-
glish level as determined by placement exams and course-taking) and 
behavioral (registration attempts the previous semester) controls are 
included in models that focus on continuing and second semester stu-
dents. Registration assignment fixed-effects (μj) are included as a stu-
dent’s specific registration appointment was related to either GPA and 
length of time within the system (for continuing students) or how early 
a student first applied to the college (for new students), which were both 
correlated with course-taking behaviors. Thus all regressions estimated 
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the relationship between delay, intensity, and outcomes strictly within 
each group of students with the same assigned registration appointment. 
All regressions used students classified as D1 I2 as the omitted reference 
category; these were students in the lowest delay quartile (i.e., no delay, 
or generally registering within the first hour) and were in the second 
lowest quartile in terms of total registration attempts.

Figure 2A shows results from regressions that estimated the likeli-
hood a student took at least one course. As expected, students who de-
layed longer or searched less intensely were less likely to take a course, 
but the negative impact of delay was much smaller for students in the 
high-intensity quartile than for students in the middle or low intensity 
quartiles (approximately 6 percentage points, compared to 13 and 18 
percentage points, respectively). I found similar results when examining 
total units attempted (Figure 2B), with variation in registration intensity 
a stronger predictor of units attempted than simple delay. Even for stu-
dents who did not delay, higher intensity was associated with a higher 
number of units attempted, such that there may be payoffs to engag-
ing in extra registration attempts rather than selecting the first available 
classes.

Table 3 shows additional results for units attempted in courses re-
lated to Associate degree general education and IGETC requirements, 
including the four IGETC subcategories highlighted in Figure 1. For 
simplicity, I only report regression coefficients for students in the bot-
tom and top intensity quartiles, as middle quartile students always lie 
between these two groups and exhibit identical delay patterns (full re-
sults available in Appendix A). I found penalties for longer delay and 
lower intensity for each course-taking outcome, with the largest nega-
tive outcomes reserved for students who exhibited the lowest search 
intensity. Students with long delay who exhibited the highest search 
intensity (D4 I4) had outcomes that were often similar or only slightly 
below the omitted category of students who did not delay but showed 
lower levels of intensity, with the largest negative differences in IGETC 
units (Table 3, Column 4), especially as it related to biological sciences 
(Column 8).

Table 4 investigates the relationship among delay, intensity, and out-
comes within each of the three registration groups. I focused on stu-
dents’ total units attempted, as examination of other areas produced 
similar results. (Appendix B and C provide full results for total and 
IGETC units attempted.) In a model with no individual-level controls, 
continuing students who delayed the longest but had the highest inten-
sity (D4 I4) took approximately one fewer unit than the baseline category 
of students with less intensity but no delay (Table 4, Column 1). In 



(2B) Total Units Attempted

(2A) Enrolled in at Least One Course

Figure 2. Academic Outcomes, by Student Delay and Intensity
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contrast, the same comparison for second semester students found no 
statistical differences in units attempted (Column 3), and long-delay, 
high-intensity new students actually took more units than their peers 
who did not delay but showed less intensity (Column 5). These results 
held after controlling for all available demographic, academic, and pre-
vious registration characteristics (Columns 2, 4, and 6). At the extreme 
end, inclusion of controls decreased the magnitude of the delay and in-
tensity coefficients by approximately one-half, but all statistically sig-
nificant relationships remain unchanged. These results show that new 
students who registered immediately and searched intensely averaged 
over twice as many units as those in the bottom delay and intensity 
quartiles (8.8 units compared to 4.2 units, respectively).

These results indicate that some students, even those with long de-
lays, used persistent registration efforts as a tool to overcome course 
closures. These efforts may have been most effective for new students, 
perhaps as they have more flexibility in the types of courses they can 
take to meet degree goals, whereas continuing students who delay might 
be locked out of specific courses with no real alternatives. It bears 
noting that even though high-intensity new students took more units 
compared to their peers, they still took low levels of units overall in 
overcrowded IGETC subcategories. Even in the best scenario, high-
intensity, new students took a course meeting the biological sciences 
requirement about one-third as often as continuing students.

As total number of registration attempts is just one proxy for search 
intensity, Table 5 predicted total units attempted with four alternate in-
tensity indicators. The basic findings were robust to the utilization of 
different intensity metrics.4 Although total registration attempts is the 
most straightforward metric for examining search intensity, the total 
number of distinct courses in which a student attempted to register was 
a stronger predictor of units attempted, followed closely by total num-
ber of distinct sections. Students with long delays who took the time 
to examine more distinct courses attempted more units than our ref-
erence category students, an even stronger finding that earlier regres-
sions using total registration attempts as the intensity proxy. Examining 
more distinct courses was also associated with smaller delay penalties 
for IGETC units and other outcomes (results not shown). Total num-
ber of distinct hours on the systems appears to be the weakest predic-
tor, with both lower adjusted R-squared and results that are, on average, 
more anomalous to the other four metrics. Taken together, these results 
suggest that specific search strategies, including a willingness to take 
courses that were not considered a first option, has positive payoffs for 
students.
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Finally, I examined whether delay and intensity also predicted the 
likelihood of returning to the college the subsequent semester. I found 
that students with shorter delay were more likely to return the follow-
ing semester, which conforms with previous research, as were those 
with higher intensity (Figure 3A). Perhaps due to data issues, previous 
work on registration has not examined whether delayed registration is 
associated with fewer units attempted, which may serve as a mediating 
variable for the likelihood of returning. For example, unadjusted means 
indicated that only 13.3% of new students who took no units returned to 
the college the following semester, and this value rose linearly to 80.0% 
for students who took 15 units (results are similar for continuing and 
second semester students). Students who took no courses might quickly 
become disengaged from the academic or social systems of the college 
(Tinto, 1975), and quickly drop out. Figure 3B shows retention rates to 
the following semester but added one additional predictor—total units 
attempted in the current semester—to our model for Figure 3A. As a 
result, most of the differences in retention due to delay and intensity 
were eliminated. I still found that being in the highest delay quartile 
was associated with a decrease in persistence of approximately 5 per-
centage points, though this was significantly reduced from an estimated 
effect difference of approximately 20 percentage points in our model 
that adjusted for demographic controls. Table 6 shows that results held 
in models that included only second semester and continuing students 
and controlled for academic and behavioral characteristics, as well as 
separate models for new students. The results were unchanged when 
examining longer-term persistence to the subsequent school year (not 
shown).

Discussion

This analysis of one community college provided a much more com-
plex picture of overcrowding and student registration than is normally 
described by media or policy reports. I found that the community col-
lege was indeed “overcrowded,” as almost every section became full 
and most courses in key areas had long wait-lists. Yet policy narra-
tives that describe continuing students as monopolizing the available 
opportunities miss a substantial portion of the puzzle, as students var-
ied significantly in how long they delayed before first registering and 
how intensely they looked for courses. As a result, many key course 
areas had some availability during the registration process, though spe-
cific areas, such as math and biological sciences, were initially unavail-
able to most new students. In addition, significant churn and expanded 



(3B) With Controls for Units Attempted

(3A) No Controls for Units Attempted

Figure 3. Percent of Students Returning Spring Semester, by Student Delay and Intensity
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course sections provided extra opportunities for students to enroll in 
high-demand courses. I found that new students who fully matriculated 
took more units, on average, than students who had been enrolled two 
or more semesters within the system, and nonmatriculated in the top 
registration quartiles students attempted over twice as many units as 
nonmatriculated students in the bottom quartiles. This connection to 
the college was found to be vitally important, as almost all differences 
in retention rates associated with delay or intensity became insignifi-
cant after controlling for units attempted.

These findings suggest that both individual-level and institutional-
level actions should be considered when addressing the allocation of 
scarce course offerings. It is likely that some of the variation in search 
behaviors reflects weaker commitment to pursuing a college education, 
as observed by the correlation between long delay and lower prior ac-
ademic performance. This variation may also reflect a lack of knowl-
edge about the community college application or registration process, 
the role of persistence and course auditing in gaining access to closed 
courses, or how to construct optimal course schedules. This may be par-
ticularly pertinent to new students, as approximately 30% of nonma-
triculated students took no courses and most did not return to the col-
lege. Better linkages between community colleges and their local K−12 
partners are vital towards smoothing this challenging transition, espe-
cially for first-generation college students. Yet I found that significant 
numbers of continuing students, even those with strong academics and 
abundant familiarity with the registration process, continued to procras-
tinate before beginning the registration process, and many engaged in 
substantially weaker registration attempts.

Formally introducing the concept of present-bias into students’ reg-
istration behaviors serves two purposes. First, research has shown that 
procrastination affects all types of individuals and may be improved 
with the appropriate structures in place, and it would be incorrect to 
assume that students who exhibit longer delay or lower search intensity 
are necessarily ill-suited for the college environment. Second, lessons 
from previous studies of procrastination can provide colleges guidance 
on how to alter registration systems to improve behaviors. Shortening 
the registration process and moving it closer to the beginning of the se-
mester decreases the timeline between present costs and future rewards, 
potentially making the payoffs to registration more tangible. Simplify-
ing the complex registration process could reduce “hassle costs” that 
may appear minimal but can have an impact on the timely completion 
of tasks (Baicker, Congdon, & Mullainathan, 2012). As one example, 
improved technologies could reduce hassle costs and prevent issues 
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related to choice overload by helping students focus on high-priority 
courses based on their stated goals, time preferences, or past behaviors, 
and automatically offering alternate sections or courses when initial at-
tempts fail. Students might also register more effectively through high-
frequency reminders and incentives (Babcock, Congdon, Katz, & Mul-
lainathan, 2012), which could take the form of simple text or email mes-
sages (Castleman & Page, 2013), to more powerful financial incentives, 
such as lotteries that give tuition rebates to randomly drawn students 
who register early (Volpp et al., 2008) (and may be worthwhile if earlier 
registration improves a college’s enrollment management process). Of 
course, improved counseling services and providing better information 
may help decision-making, especially as students may underestimate the 
benefits of engaging in additional search activities (Spinnewijn, 2013), 
though California cut categorical funding for matriculation services 
by half during the recession (Taylor, 2010). Some of these approaches 
might be counterproductive if students who register early do so without 
an increase in their commitment to the schedule, as students currently 
drop courses at a high rate. Creating penalties for dropping courses 
might be unpalatable for many colleges, though restrictive interventions 
that help bring a student’s short-run decisions more in line with their 
long-run preferences may improve self-control and individual welfare 
(Paserman, 2008). Precommitment devices, such as providing earlier 
access to students conditional on losing access after a specified number 
of days, or requiring students to pay for classes upon registration (as op-
posed to by the final drop date), may paradoxically help students make 
better registration decisions.

Taken as a whole, this study showed that some students were able 
to overcome institutional constraints through early completion of ma-
triculation steps, utilizing their registration time effectively, and being 
persistent in the face of course closures. In addition, many of the road-
blocks in the system appeared temporary, as students had exponentially 
more access after only one semester within the system. Although not the 
focus of this article, simple estimates that take into account delayed reg-
istration, churn, and other factors, found that students California deems 
as “high-unit” or “low academics”—who will be moved to the back of 
the registration line by new policies—occupied only 100 to 200 seats 
in the most impacted courses, and their removal was unlikely to make 
a significant impact on the likelihood that new students have sufficient 
spots available. The current registration structure already favors those 
students who take the steps to navigate community college matricula-
tion significantly in advance of the beginning of the semester, under-
stand how and are willing to select alternative or less desirable courses 
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to meet short-term goals, are free to sit in multiple classes early in the 
semester in anticipation of late openings, and, in the worst case sce-
nario, can afford to stay—or even waste—a semester or two to earn 
enough credits that would allow them to get into the courses they need. 
In informal conversations with students, they described showing up to a 
course and waiting for others students to drop (or to be dropped by the 
instructor for failing to show) as the most common method for enrolling 
in oversubscribed courses, and these types of actions may serve as the 
key mechanism as much as persistent computer-based registration at-
tempts. Students who have less familiarity with how the college system 
works, need to enroll part-time, have limited availability due to family 
or financial considerations, or are unsure of their postsecondary goals, 
may be further disadvantaged by proposed changes to registration pri-
orities. History suggests that this second type of student may be much 
more common within the community college system (Goldrick-Rab, 
2010; Rosenbaum et al., 2006; Scott-Clayton, 2011).

Although understanding students’ registration behaviors provides a 
stronger framework for analyzing policies that might restructure the al-
location of resources to students, altering these behaviors will only be 
beneficial if sufficient resources exist to satisfy the aggregate demand 
facing the system. One particular area of concern are the most impacted 
courses—math and biological sciences—which are needed by thou-
sands of incoming students. One way to increase capacity would be to 
shift resources from relatively undersubscribed courses into these areas, 
which would require more sophisticated course management systems 
for colleges. Colleges must also elucidate the constraints that prevent 
them from offering more sections in the most oversubscribed areas. For 
example, if the key constraint is teacher labor supply, California could 
approve an emergency credential to allow high school teachers with 
math or science skills to teach in community colleges without a Mas-
ter’s degree. For community colleges that lack facilities—conversations 
with school staff cited this as an ongoing technical challenge—locali-
ties should develop short-term contracts that make unused city-owned 
spaces available to colleges. More dialogue between community col-
leges, their localities, and the state, could help produce increased effi-
ciencies in an era of diminished resources.

Notes

I am grateful for helpful comments provided by Anthony Antonio, Eric Bettinger, 
Kalena Cortes, Ann Person, Jonathan Smith, participants in Stanford’s IES seminar, and 
especially from the reviewers and editor of the journal. This research was supported by 
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grant #R305B090016 from the U.S. Department of Education, Institute of Education 
Sciences.

1 For brevity this section omits many details regarding the registration system which 
are inconsequential to the analysis.

2 Although the registration behaviors of both groups are of interest, there were con-
cerns about the accuracy of the delay variable for the matriculated group, as 18% first 
attempted to register almost two weeks after the assigned registration time; in all three 
other groups this value ranged from 1 to 3%. The most likely explanation is that some 
nonmatriculated students were misclassified as matriculated students. Inclusion of these 
anomalous students in the nonmatriculated category does not alter the results, but I 
choose to omit these students altogether for simplicity.

3 In this college’s data system, registration attempts after the beginning of the semes-
ter were predominately successful as they occurred most often when students secured 
course permission codes from teachers or enrolled from the wait-list, both of which oc-
curred through persistent individual efforts. Students with early registration times whose 
first registration attempt was after the semester were actually a highly-select subset that 
were generally more successful than other students who had shorter registration delays.

4 All regressions included controls for student demographics. Regressions for con-
tinuing and second semester students that controlled for academic and behavioral char-
acteristics produced similar results, and are available on request.
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